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Background

Graph(network) clustering has attracted
Increasing research interest.

For homogeneous network:Spectral
clustering,symmetric Non-negative Matrix
Factorization,Markov
clustering,Ncut,Mcut,...

However,heterogeneous information
network clustering are concentrated
until recently.
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Background

Heterogeneous Information network:

B |s an information network composed of multiple
types of objects.

B Consists of some partial attributes within types of
objects and links between different types of objects.
B Examples:

DBLP(author,paper,conference,term)

Social Network(people,groups,books,blogs,posts,etc)
Movies(movie,actor,director,)
Newsgroup(news,writer,group)

Oo0od
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R » 5
a n kC I u S(Yizhou Sun, Jiawei Han , Peixiang Zhao, Zhijun Yin , Hong Cheng, Tianyi N\ Minmn

Wu,EDBT'09)

|dea:lteratively clustering and ranking
which map the target type into a new K-
dimensional feature space according to
which the clustering is performing.

Advantage:

B improve the performance of clustering and
ranking simultaneously.

B avoiding to calculate the pairwise similarity of
target objects.

Wenbao Li



I {a n kC I u S(Yizhou Sun, Jiawei Han , Peixiang Zhao, Zhijun Yin , Hong Cheng, Tiarng

Wu,EDBT'09)

Some Definitions

Bi-type Information Network

DEFINITION 1. Bi-type Information Network. Given
two types of object sets X andY , where X = {x1,x2,...,Tm},
and Y = {y1,Y2,...,Yn}, graph G = (V, E) is called a bi-
type information network on types X and Y , if V(G) =
XUY and E(G) = {{0:,05)}, where 0;,0; € X UY.

For convenience, we decompose the
link matrix into four blocks: Wxx, Wxy, Wy x and Wyy,
each denoting a sub-network of objects between types of the
subscripts. W thus can be written as:

W — Wxx Wxy
Wyx Wyy

Wenbao Li



I {a n kC I u S(Yizhou Sun, Jiawei Han , Peixiang Zhao, Zhijun Yin , Hong Cheng, Tiarng

Wu,EDBT'09)

Some Definitions

Ranking Function

DEFINITION 2. Ranking Function. Given a bi-type net-
work G = ({XUY }, W), if a function f : G — (Fx,Ty) gives
rank score for each object in type X and type Y, where

Ve € X,rx(z) > 0, Z Fx(z)=1, and
z€EX

Vy eY,iv(y) >0, 7r(y) =1,
yeYy

we call f a ranking function on network G.

Wenbao Li



I {a n kC I u S(Yizhou Sun, Jiawei Han , Peixiang Zhao, Zhijun Yin , Hong Cheng, Tiarng

Wu,EDBT'09)

Some Definitions

Conditional Rank and Within-Cluster rank

DEFINITION 3. Conditional rank and within-cluster rank.

Given target type X, and a cluster X' C X, sub-network
G' = ({X'UY}, W' is defined as a vertex induced graph
of G by sub vertex set X' UY. Conditional rank over Y,
denoted as Ty |x:, and within-cluster rank over X ', denoted
as Txr x/, are defined by the ranking function f on the sub-
network G': (Fx/|x/,Ty|x’) = f(G"). Conditional rank over
X, denoted as Tx|x/, is defined as the propagation score of
Ty|x’ over network G:

n

im1 Wxy (2, 5)Tyx: (5)
;11 Z?:l WXY(@J')FYIX’(J').

rx|x/ (T) =

Wenbao Li



I {a n kCI u S(Yizhou Sun, Jiawei Han , Peixiang Zhao, Zhijun Yin , Hong Cheng, Tiarng

Wu,EDBT'09)

Some Definitions

Target type:the type we are going to cluster.
Attribute type:the other types.

Assumptions: w,, =0

Wenbao Li



I {a n kCI u S(Yizhou Sun, Jiawei Han , Peixiang Zhao, Zhijun Yin , Hong Cheng, Tianyi 2 Mimint,

Wu,EDBT'09)

Flow:

(1 Give an initial partition of target object X

~\ Compute the conditional ranking | 7xx,- rYXﬁ

g/ Estimate the parameter [ =l =12, m: k—lZ,B(

/ @ Form a new feature space @mx =z =12 mk=12,_K)

Calculate the center of each cluster according to
\ 52 new feature space(mean).

\, According the new feature space ,assign each

target object into th% neare%t cluster

Wenbao Li




I {a n kCI u S(Yizhou Sun, Jiawei Han , Peixiang Zhao, Zhijun Yin , Hong Cheng, Tianyi & Mimnt

Wu,EDBT'09)

MRanking Score——Ranking function
B Simple Rank

Px (x) = 2 Wit
O T e  Wxy(i,5)

LT Wxy(iy)
Ty (y) = ¥ Z;‘Zl Wxy (i, )

B Authority Rank

[ Give ranking scores according some authority rules.

e Rule 1: Highly ranked authors publish many papers in highly
ranked conferences.

e Rule 2: Highly ranked conferences attract many papers from
many highly ranked authors.

Wenbao Li



I {a n kCI u S(Yizhou Sun, Jiawei Han , Peixiang Zhao, Zhijun Yin , Hong Cheng, Tian

Wu,EDBT'09)

~ NOIMAallzatlon . N ,

Ry () = Y Wyx (5,8)x (i) 7 () — =

=1 =17y (7))’
=) -

() = D Waev ()7 (). 7x (i) — s o,
L WxyWyxrx
Fx =

| Wxy Wy x7x||

e Rule 3: The rank of an author is enhanced if he or she co-
authors with many authors or many highly ranked authors.

7y (i) = a Z Wy x (i, §)7x () + (1 — @) Z Wyy (3, )7y (5).-

Similarly, we can prove that 7y should be the primary eigen-
vector of aWyxWxy + (1 — a)Wyy, and 7x should be
the primary eigenvector of aWxy (I — (1 —a)Wyy) ' Wyx.

e WxyTy
[WxyTy||
7 — Wy xTx
Wy x7x ||

7x is the eigenvector of Wxy Wy x.

Similarly, 7y is the primary eigenvector of Wy xWxy

Wenbao Li



I {a n kCI u S(Yizhou Sun, Jiawei Han , Peixiang Zhao, Zhijun Yin , Hong Cheng, Tianyi o Mimnt

Wu,EDBT'09)

Bstimate the assignment parameter
Set pe(Y) = 7vix, pe(X)= Txx,

pz,;(Y) = p(Y|z;) to generate a link between x; and y in Y.

K K
Px; (Y) = Z Wi,kpk(Y), and Z Tik = 1.
k=1 k=1

mik = p(klzi) o< p(zilk)p(k)

EM to estimates,... =iz, fi=12...mk=12,...K)
L'(0|Wxy,Wyy) = p(Wxy|©)p(Wyy|©)

=ﬁ Hp(ivz,ygl@ e H Hp (yi,y51©) YD

Wenbho LiJ =1



I {a n kCI u S(Yizhou Sun, Jiawei Han , Peixiang Zhao, Zhijun Yin , Hong Cheng, Tianyi o Mimnt

Wu,EDBT'09)

C Cluster Centers and Distance Measure
K-dimensional vectors,, = (m;1, 7o, ..., mix)
Center of cluster k:

S ZIEXk s(z)

S . —
o | X

Distance measure:

Diw: X)) = 1—

Wenbao Li



R : 5
a n kCI u S(Yizhou Sun, Jiawei Han , Peixiang Zhao, Zhijun Yin , Hong Cheng, Tianyi N\ Minmn

Wu,EDBT'09)

Extensions to arbitrary multi typed
information network

B One-type:setY = X.

B Bi-type with w_ »dAdd type Z,Z = X. map to 2K-
dimensional feature space.

B Multi-typed: N types. map to NK-dimensional
feature space.

Wenbao Li
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N etCI u S(Yizhou Sun,Yintao Yu,Jiawei Han,KDD'09)

NetClustering(Yizhou sun,Yintao Yu,Jiawei Han,KDD'09)

B |dea:Find a new K-dimensional feature space by
ranking which are determined by a probability
generative model.

B Advantage:

[ suit for multi types objects.
L] cluster attribute type object.

Wenbao Li



N etCI u S(Yizhou Sun,Yintao Yu,Jiawei Han,KDD'09)
Definitions

Information Network

Definition 1. Information Network. Given a set of ob-
jects from T types X = {X;}i—1, where X; is a set of objects
belonging to t;;, type, a weighted graph G = (V, E,W) is
called an information network on objects X', if V =X, F is a
binary relation on V, and W : E — RR™ is a weight mapping
from an edge e € E to a real number w € R™. Specially, we
call such an information network heterogeneous network
when 7' > 2; and homogeneous network when 7' = 1.

Wenbao Li



N etCI u S(Yizhou Sun,Yintao Yu,Jiawei Han,KDD'09)
Definitions

Star Network Schema

Definition 2. Star Network Schema. An information
network G = (V,E,W) on T + 1 types of objects X =
{X:}{—, is called with star network schema, if Ve = (z;, z;) €
E,z; € XoNxj € X¢(t # 0), or vise versa. G is then called a
star network. Type Xy is called the center type. Xy is also
called the target type and X;(¢ # 0) are called attribute

types.

Wenbao Li



N etCI u S(Yizhou Sun,Yintao Yu,Jiawei Han,KDD'09)
Definitions

Net-Cluster

Definition 3. Net-cluster. Given a network G, a net-
cluster C is defined as C = (G’,pc), where G’ is a sub-
network of G, ie., V(G') C V(G), E(G') C E(G), and
Ve = (zi,z;) € E(G'),W(G')z;z; = W(GQ)z;2;. Function
pc : V(G') — [0,1] is defined on V(G’), for all z € V(G’),
0 < pc(x) < 1, which denotes the probability that  belongs
to cluster C, i.e., P(x € C).

Wenbao Li



N etCI u S(Yizhou Sun,Yintao Yu,Jiawei Han,KDD'09)

Flow: L
(D Give an initial partition of G,which is K clusters.And

net-clusters from the partition. e B
@ Build ranjking-based probabilities generative model for
each net-clusterie: PGICHI

(3) Calculate the posterior probabilities for eacﬁaﬂ‘get objettr(C; | x))
and then adjust their cluster assignment according to the new
measure defined by the posterior probabilities to each cluster

4) Repeat Step 2 and 3 until the cluster does not change

significantly,i.e. ol =lat =l D‘n
(5 Calculate thé posterior probabilities for'eéach attribute ]
object  (pc;1m)

In each net-cluster

Wenbao Li



N etCI u S(Yizhou Sun,Yintao Yu,Jiawei Han,KDD'09)

Anduce net-clusters
(DInitial:random

(2)0ther:according to the definition of net-
clusters.

Wenbao Li



N etCI u S(Yizhou Sun,Yintao Yu,Jiawei Han,KDD'09)

PBrobabilistic Generative Model for target objects
(DGiven an attribute object x and its type T, ,the
probability to visit x in G is

p(z|G) = p(T:|G) x p(z|T:, G)
2 Assumption:  p(zi, z;|T:, G) = p(xi|T:, G) x p(z;| T, G)
(3Generate a paper d. in the network:
p(dilG)= ][] p(=|G)"Ve=

= I pllr.6)s=pT)c)

IENG(dL)

Wenbao Li



N etCI u S(Yizhou Sun,Yintao Yu,Jiawei Han,KDD'09)

@osterior Probability for target Objects
and Attribute Objects

(DGenerative probability of a target object:
pdGi) =[] palTe, Gr) " o= p(T]Gr) e

zENg, (d)
(2Smoothing handling:
Ps(X|Tx,Gr) = (1 = As)P(X|Tx,Gr) + As P(X|Tx,G)

(3)Posterior probability: p(k|d:) o p(di|k) x p(k).

|D| | D| K+1 /

logL = Z log(p(di)) Z log[Z p(dilk)p(k)]
i=1

Wenbao L|



N etCI u S(Yizhou Sun,Yintao Yu,Jiawei Han,KDD'09)

Phsterior probability for attribute objects

p(klz) = ) plkdlz)= > p(kld)p(d|z)

deENg(z) dENg(x)

1

deENg(z)

Wenbao Li



N etCI u S(Yizhou Sun,Yintao Yu,Jiawei Han,KDD'09)

E.:Ranking distribution for Attribute Objects
(DSimple Ranking

ZyENG(a:) ny
Zm’GTm ZyENG(:z:’) Wmly

p(z|Tz, G) =

@Authority Ranking

. P(Y|Ty,G) = WyzWzx P(X|Tx,G)
Il. As the following PROPERTY2

Wenbao Li



N etCI u S(Yizhou Sun,Yintao Yu,Jiawei Han,KDD'09)

PROPERTY 2. Given a three-typed network with star net-
work schema G = (X|JY U Z, E, W), where Z is the cen-
ter type, and Vz, Ng(z) = {z,y}(z € X,y € Y), author-
ity ranking P(X) and P(Y') are calculated through Equation
5 iteratively, then estimated joint distribution P(X,Y) =
{p(z,y) = P(X = z)P(Y = y),z € X,y € Y} equals to

the joint distribution represented by one rank matriz T ]31/1”1 ’

such that ||WxzWzy — M||r is minimized.

lll. According to the DBLP rules
P(C|Tc,G) = Wep DA, WpaP(A|TAG)
P(A|Ta,G) = WapD5eWpe P(C|Te, G)

where Dpa and Dpce are the diagonal matrices with the
~_ diagonal value equaling to row sum of Wp 4 and Wpe.

Wenbao Li
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G e n CI u S(Yizhou Sun,Charu C.Aggarwal,Jiawei Han,VLDB'12)

|dea:cluster with incomplete attributes
across objects and consider different
types of links which may have variable

Importance.

Advantage:
B Based strength-aware

of different links
] P o ba bl I |St| C Ciu Ste r| N g Figure 1: A Motivating Example on Clustering Political Inter-

ests in Social Information Networks

model

Wenbao Li



G e n C I U S(Yizhou Sun,Charu C.Aggarwal,Jiawei Han,VLDB'12)
Some Definitions

Heterogeneous IN:G = (V,E,W)
Mapping function from object to object:

: V—> A Alis object type set.
Mapping function from link to link type:

¢: E—> R Rs link type set.
Relation from type Ato type B: 4=B=B~"4

AttrIbUteS X = {Xl XT} ’U[X] = {CC.U,l,CIZ.U,Q,...,QZU’NX.,U}

Wenbao Li



G e n C I U S(Yizhou Sun,Charu C.Aggarwal,Jiawei Han,VLDB'12)
Some Definitions

Example1:DBLP

. . & Silico
& Q gy
) ) Q S

Figure 2: Illustration of Bibliographic Information Network

Wenbao Li



G e n C I U S(Yizhou Sun,Charu C.Aggarwal,Jiawei Han,VLDB'12)
Some Definitions

Example2:Weather sensor network

| Temp-| :temp.attrbute
:prech.attrbute

Figure 3: Illustration of Weather Sensor Information Network

Wenbao Li



G e n C I U S(Yizhou Sun,Charu C.Aggarwal,Jiawei Han,VLDB'12)
Some Definitions

Formation

Formally, given a network G = (V, E, W), a specified subset of
its associated attributes X € X, the attribute observations {v[X]}
for all objects, and the number of clusters K, our goal is:

1. to learn a soft clustering for all the objects v € V, denoted
by a membership probability matrix, Oy|xx = (0v)vev,
where ©(v, k) denotes the probability of object v in cluster k,
0 < ©O(v,k) <1 and Z,le O(v,k) = 1, and 6, is the K
dimensional cluster membership vector for object v, and

2. to learn the strengths (importance weights) of different link
types in determining the cluster memberships of the objects,
Y|r|x1, Where (r) is a real number and stands for the im-
portance weight for the link type r € R.

Wenbao Li



G e n CI u S(Yizhou Sun,Charu C.Aggarwal,Jiawei Han,VLDB'12)

Clustering Model:

(D Two properties:

® attribute generated with high probability

@ links beteen objects which have similar clustering
probabillity.

@) likelihood function of attribute:

p({{v[X]}vevy }xex, O|G,~, B)
=[] p@o[X}tvevy |91,B)p(@|G,'y) (1)

XeX

two tasks

Wenbao Li



G e n CI u S(Yizhou Sun,Charu C.Aggarwal,Jiawei Han,VLDB'12)

Task One_Modeling Attribute Generation

K
p({olXTevy10.8) = [T TI 3 buir@lBy) @

veEVyx zev[X] k=1

B assume the attribute values have two
type:text,numerical

(D Text attribute with categorlcal distribution
p({v[X]}vevk 1©.8) = ][] H(Z O,k Br,1)” 3)

vEVy =1 k=1

2) Numerical attribute with GaUSS|an distribution

_(-—;{.>2
p(oXverx (08 = [T T[ 3 Oos JQ T
ﬂ'O'k

veEVx zev[X] k=1

(C))

Wenbao Li



G e n CI u S(Yizhou Sun,Charu C.Aggarwal,Jiawei Han,VLDB'12)

Task One_Modeling Attribute Generation
B Multiple Attributes

assume the independence among these
attribute, pwixuteevy,, .. (olXrlboevy, 10,81, ., Br)

B 5)
=[] pviXe]}oevy, 1©,8:)

t=1

Wenbao Li



G e n CI u S(Yizhou Sun,Charu C.Aggarwal,Jiawei Han,VLDB'12)

Task Two_Modeling Structural Consistency

B The more similar the two objects are in terms of cluster membership,the
more likely they are connected by a link.

(D Consistency function

an

f(eiaejaea‘Y) — ( ) (e)H(O 92) == '7 ] k logei,k

(6)

@ Probability of o
exp{ ) = f(6i,6j,e,7)} (D

R e=(v;,v;)EE

partition function(fit %) ek %%)

Z(’Y) - f@ eXp{Zez(vi,v,,-)eE f(ei’ojaeav)}d@

Wenbao Li



G e n CI u S(Yizhou Sun,Charu C.Aggarwal,Jiawei Han,VLDB'12)

Unified Model(overall goal)

The overall goal of the network clustering problem is to deter-
mine the best clustering results ©, the link type strengths ~ and
the cluster component parameters 3 that maximize the generative
probability of attribute observations and the consistency with the
network structure, described by the likelihood function in Eq. (1).

1871

202
(8)

9(©,B8,v) = log Z p({v[X]}vEVX 1©,8) +1log p(O|G, v) —
Xex

Wenbao Li



G e n CI u S(Yizhou Sun,Charu C.Aggarwal,Jiawei Han,VLDB'12)

Algorithm Flow:

@ Initial:Set initial strength of different types of links
with equally importance.

@) Clustering optimization step:Fix the link type
weights to tr~ bestvalue ,~"termined in the last

iteration. Then optimize the objective function with
regardto and ,©atise

[©7,87] = argmax ¢g(©,8,7"). EM
0.8

Wenbao Li



G e n CI u S(Yizhou Sun,Charu C.Aggarwal,Jiawei Han,VLDB'12)

Algorithm Flow:

@ Link type strength learning step:Fix the
clustering configuration paramee = ©* and 8 = 3*

corresponding to the values determined in the
last step, and use it to determine the best value

of v ,which is consistent with current
clustering results.

v = arg max g9(©",8",7). Newton-Raphson
Y=

(3 lteratively repeat step 2 and 3 until convergence
IS achieved.

Wenbao Li
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)
PathSelCl
a e u S(Yizhou Sun,Brandon Norick,Jiawei Han,Xifeng Yan,Philip S. Yu,KDD'12)

|dea:integrating meta-path selection and
user-guided clustering to improve both the
performance of clustering and learn the
weights of different meta-paths.

Wenbao Li
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P ath S e I C I u S(Yizhou Sun,Brandon Norick,Jiawei Han,Xifeng Yan,Philip S. Yu,KDD'12)

Example

In Figure 2(a), authors are

connected via organizations and form two clusters: {1.2.3.4} and
{5,6,7,8}; in Figure 2(b), authors are connected via venues and
form two different clusters: {1, 3,5, 7} and {2, 4, 6, 8}; whereas in
Figure 2(c), a connection graph combining both meta-paths gener-
ate 4 clusters: {1, 3}, {2,4}, {5, 7} and {6, 8}. B

Organization Authors Venues

EEIR
® ® ®

(a) AOA (b) AVA (c) AOA + AVA

500OAOOC
(N (=)
’
ef/ i
/“"’
ele,
+
Q ©)
® ®
]]
@'@
y
©),
()

: : . . — Figure 2: Author connection graphs under different meta-
Figure 1: A toy heterogeneous information network containing aths
organizations, authors and venues. )

Wenbao Li
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)
P th S I C I J2 Minin%
a e u S(Yizhou Sun,Brandon Norick,Jiawei Han,Xifeng Yan,Philip S. Yu,KDD'12)

Meta-path selection:M-PS problem is then
to determine which meta-paths or their
weighted combination to use for a specific
clustering task.

User-Guided Clustering:UGU is
clustering under the condition of limited
object seeds in each cluster given by users.

Wenbao Li
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PathSelCl
a e u S(Yizhou Sun,Brandon Norick,Jiawei Han,Xifeng Yan,Philip S. Yu,KDD'12)

&

AS

Input:

The target type for clustering,type T.

ne number of cluster K. say L1, ..., LKk

ne object seeds for each cluster, Pi1,P,...,Pu
A set of M meta-paths starting from type T,

Output:
The weight  a.» > 0>f each meta-pathp,,
The clustering results 9, = (6:1,...,0:x)

Wenbao Li



Modeling the Relation Generation
Tijm = P(jli,m) = ZP kli)P(jlk,m) = 0iBrjm (1)
k
P(Wmlnma@,Bm) — HP(Wi,m|ﬂ'i,m,@, Bm) = HH(Wij’m)wij,m

2)

Modeling the Users Guidance

Dirichlet Distribution Aeg= + 1

1
P(6;|)\) Hk {t €Ly} = Hg\k*, if t; is labeled and t; € L=,
‘ if ¢; 1s not labeled.

Uniform Distributiog)

Wenbao Li
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)
PathSelCl
a e u S(Yizhou Sun,Brandon Norick,Jiawei Han,Xifeng Yan,Philip S. Yu,KDD'12)

Modeling the weights for meta-path

selection
B by evaluatihig the consistency between its relation
matrIX a:n = arg maXHP(ﬂ'z',-mlamwi,nu 0;, Bm) “4) .

(2
The posterior of 7; ,, = 0;B,, is another Dirichlet distribution
with the updated parameter vector as amwim + 1, according to
the multinomial-Dirichlet conjugate:
Trz','m|amw’i,'nl) 02-, Bm ~ D’I:T(C!.mwz'j,m‘i‘l, e ey a'mwz'|Fm|,m+]-)

(3)

I'N(amnim + | F; B
i s e S H( Fn(laz’:).. | rll)) [ [(rigm)omwiam
j mWijg,m 5

(6)

Wenbao Li
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PathSelCl
a e u S(Yizhou Sun,Brandon Norick,Jiawei Han,Xifeng Yan,Philip S. Yu,KDD'12)

Unified Model

P({ame}‘i\T{ZIaHI:A/I, @lBle’I, P1.01, )\)
=11 P(emWmTm, 8:, Bm) P(Tm |®:m)) P(6:]%) 7

2 m

J'= Sj (;j (Sj AmWij,m log Z eikﬂkj,m
) m 7 k

+1og T(mni,m + |Fm|) — D logT(amwijm +1)) (g
j

+ Zl{tieﬁk})\log&-k) EM optimization
k

J = Z(Z lOg P(Wi,mlamw’i,maeivBm) + ; l{t.ieﬁk}AlogOik)

(8)

Wenbao Li
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C G C(Wei Cheng,Xiang Zhang,Zhishan Guo,Yubao Wu,KDD'13)

Co-Regularized Multi-Domain Graph
Clustering

B |dea:Based on NMF,deal with cross-domain with
many to many weighted relations.

B Use loss function regularization

iyl 3 ; / ol
‘\Domain 1/ \, Domain2 , ‘Domain 3,
s / / X /

Wenbao Li



C G C(Wei Cheng,Xiang Zhang,Zhishan Guo,Yubao Wu,KDD'13)

Co-Regularized Multi-Domain Clustering

— 1.Single — Domain : min L'” = HA(”) ~H7(H"™) i, arg max hfy”)
[
2.A)k =k, =..=k, = o . .
).k =k, .=k TED = @9 (2P, 1) — h$))?
ESD (@, 1) = — )l o >, sng o
LEW) . ’ ’
| (xb )| aEN(i’j)(ml()J))
L] Residual of sum of squares loss function
(25352 — Z Z (2 3y _ ”S(Z 3) g (9 H(j)”%?
f=1 H=1
L] B).

(z Y o Z Z (K(H(l—ﬂ) Hl()i—'h])) . K(h(.?) h(])))

ax?
a=1 b=1

%, j 1)y 12
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C G C(Wei Cheng,Xiang Zhang,Zhishan Guo,Yubao Wu,KDD'13)

Co-Regularized Multi-Domain Clustering
B Joint Matrix optimization

min O = ZL( ) Z A(89) 7(5.9)

H(7) >0(1<n<d) (i,j)ET

where 7“7 can be either 75270 or T,

Wenbao Li



SI-Cluster




S I - C I U Ste r(Yang Zhou,Ling Liu,KDD'13)

|dea:define new vertex similarity metric in
terms of self-influence similarity and co-
influence similarity,and then according the
similarity calculated from the social graph
and associated activity graph,combine into
total social influence and do clustering.

Wenbao Li



ComClus




CO I I l C I u S(Ran Wang,Chuan Shi,Philip S. Yu,Bin Wu,PAKDD'13)

deals with the hybrid network with
heterogeneous and homogeneous network
simultaneously.

applies star schema with self loop to
organize the hybrid network and uses a
probability model to represent the
generative probability of objects.

Wenbao Li



Part Two
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Our ldeas and Involved Difficulties ==

From the point of multi-view(multi-kernel)
clustering

B do clustering for all types of objects with
constraints which are determined by the relations
between different types of objects.

obj = f(A,P,V)= f,(A)+ f,(P)+ f,(V))+ CONS.(4,P,V)

B But how to model the clustering of single type
object and the constraints?

Wenbao Li
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Our ldeas and Involved Difficulties ==

From point of regularization(such as CGC)
B Do clustering for a target type(such as A,author)

Obj=f(A)+L(A,P)+L,(A4,V)

B How to model the clustering of single type object
and the regularization of its related type.

Wenbao Li
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Our Ildeas and Involved Difficulties

From the point of meta-path(PathSelClus)
H A-P-A
H A-V-A
B A-T-A

Wenbao Li
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